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Abstract

Existing empirical research investigating the size of the equity premium has largely consisted of a series of innovations around a common theme: producing a better estimate of the equity premium by using better data or a better estimation technique. The equity premium estimate that emerges from most of this work matches one moment of the data alone: the mean difference between an estimate of the return to holding equity and a risk-free rate. We instead match multiple moments of U.S. market data, exploiting the joint distribution of the dividend yield, return volatility, and realized excess returns, and find that the equity premium lies within 50 basis points of 3.5%, a range much narrower than was achieved in previous studies. Additionally, statistical tests based on the joint distribution of these moments reveal that only those models of the conditional equity premium that embed time variation, breaks, and/or trends are supported by the data. In order to develop the joint distribution of the dividend yield, return volatility, and excess returns, we need a model of price and return fundamentals. We document that even recently developed analytically tractable models that permit autocorrelated dividend growth rates and discount rates impose restrictions that are rejected by the data. We therefore turn to a wider range of models, requiring numerical solution methods and parameter estimation by the simulated method of moments.
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I. Introduction

Financial economic theory is often concerned with the premium that investors anticipate ex ante, when they first decide whether to purchase risky stocks instead of risk-free debt. In contrast, since it is difficult to directly observe what investors anticipate, empirical tests of the equity premium traditionally focus on the returns that investors received ex post.\(^1\) It is well known that estimates of the equity premium based on ex post data can be very imprecise; such estimates have very wide margins of error, as wide as 1,000 basis points (bp) in typical studies and 320 bp in some recent studies. This imprecision makes it challenging to employ equity premium estimates for common practical purposes, including evaluating the equity premium puzzle, performing valuation, conducting capital budgeting, and even determining if the equity premium has changed over time.

In this paper we focus on the development of a more precise estimate of the equity premium. Our approach involves identifying a range of values and conditional models of the equity premium that are consistent with the joint distribution of several key financial statistics observed in U.S. market data, including dividend growth rates, interest rates, Sharpe ratios, price-dividend ratios, volatilities, and of course, excess returns. It is the consideration of multiple moments of financial data that delivers increased precision and new insights into the equity premium process.

Our results suggest that the equity premium lies within 50 bp of 3.5%. We also find that equity premium models that allow for time variation, breaks, and/or trends are the models that best match the experience of U.S. markets and are the only models not rejected by our specification tests. This suggests that time variation, breaks, and/or trends are critical features of the equity premium process.

The recent empirical literature that examines the equity premium has largely consisted of a series of innovations around a common theme: producing a better estimate of the unconditional equity premium by estimating either the mean equity return or the risk-free rate (or both), using novel (arguably better) data, or by using a better (more efficient) estimation technique. Our work fits squarely in this tradition, exploiting multiple moments of the data to provide a more precise estimate of the equity premium. Previous work in the area has included insights such as exploiting dividend yields or earnings yields to provide new, more precise estimates of the expected return to holding stocks (Fama and French (2002)); looking at stock returns across many countries to account for survivorship issues (Jorion and Goetzmann (1999)); looking across many countries to decompose the equity premium into dividend growth, price-dividend ratio, dividend yield, and real exchange rate components (Dimson, Marsh, and Staunton (2008)); modeling

---

\(^1\)The equity premium literature is large, continuously growing, and much too vast to fully cite here. For recent work, see Bansal and Yaron (2004), Graham and Harvey (2005), Barro (2005), and Bonaparte (2008). For excellent surveys, see Kocherlakota (1996), Siegel and Thaler (1997), Mehra and Prescott (2003), and Mehra (2003).
equity premium structural breaks in a Bayesian econometric framework (Pástor and Stambaugh (2001)); or computing out-of-sample forecasts of the distribution of excess returns, allowing for structural breaks that are identified in real time (Maheu and McCurdy (2009)). Most of this work estimates the equity premium by considering one moment of the data at a time, typically the mean difference between an estimate of the expected return to holding equity and a risk-free rate, though Maheu and McCurdy consider higher-order moments of the excess return distribution and Pástor and Stambaugh incorporate return volatility and direction of price movements by use of priors.

In spite of these advances, point estimates of the equity premium produced in the existing literature are still imprecise. There is also less of an emerging consensus than one would hope. Fama and French (2002) produce point estimates of 2.55% ± 1.60 (2 standard deviations) using dividend yields and 4.32% ± 4.00 using earnings yields. Pástor and Stambaugh (2001) estimate the equity premium at the end of the 1990s to be 4.8% ± 2.80. Claus and Thomas (2001) estimate the equity premium to be no more than 3%. Welch (2000), surveying academic financial economists, estimates the consensus equity premium to be between 6% and 7% (depending on the horizon). Welch (2008) finds that academics have recently lowered their estimates to about 5%. Based on a survey of chief financial officers (CFOs), Graham and Harvey (2005) estimate the 10-year equity premium to be 3.66%. We believe that the lack of consensus across the literature is intimately tied to the imprecision of techniques typically used to estimate the equity premium, such as the simple average excess return. That is, the various estimates cited previously all fall within 2 standard errors of the sample mean estimate of the equity premium, based on U.S. data. Further, the studies that provide these estimates do not explicitly consider which models of the equity premium process can be rejected by observed data, although Pástor and Stambaugh’s analysis strongly supports a model that incorporates breaks in the equity premium process.

Our approach necessitates the use of a model of price and return fundamentals. A traditional way forward is to employ a model with a closed-form solution. Some analytic approaches require constant dividend growth rates and discount rates (to calculate a fundamental stock price as the present value of expected future dividends as in Gordon (1962)), while others require log linearizations (such as the Campbell and Shiller (1988) solution method). Some recent developments allow autocorrelated covarying dividend growth rates and discount rates (exploiting affine models and joint normality of the logarithm of the discount rate and growth rate of dividends; see, e.g., Ang and Liu (2001), (2007)). We have explored the previous types of analytically tractable models and find without exception that these models are rejected by the data (producing results that are significantly at odds with various moments of the observed data). In light of this finding, we are unable to approach this exercise using methods that would provide closed-form solutions. We therefore employ a simulation-based numerical solution method. This allows us to incorporate, for instance, equity premiums with trends and breaks, discount rate processes that are not joint lognormally distributed with dividend growth rates, and virtually any other irregular feature of discount rates and dividend growth rates.
The numerical solution approach we adopt first builds on the fundamental valuation dividend-discounting method of Donaldson and Kamstra (DK) (1996). This technique permits the simulation of fundamental prices, returns, and return volatility for a given value of the equity premium. Second, the simulated dividend yields, excess returns, etc., produced for a range of values of the assumed equity premiums, are matched to the realized U.S. data. Our estimate of the equity premium is that value that leads to the best match between the simulated moments and the moments of the observed data. This is the simulated method of moments (SMM) estimation technique. SMM forms estimates of model parameters by using a given model with a given set of parameter values to simulate moments of the data (e.g., means or volatilities), measuring the distance between the simulated moments and the realized data moments, and repeating with new parameter values until the parameter values that minimize the (weighted) distance are found. The parameter estimates that minimize this distance are consistent for the true values, are asymptotically normally distributed, and display the attractive feature of permitting tests that can reject misspecified models. The SMM technique has been described as “estimating on one group of moments, testing on another” (see Cochrane (2001), Sect. 11.6). We use SMM rather than generalized method of moments (GMM) because, as we show later, the economic model we employ includes latent variables and therefore cannot be solved without the use of SMM.

The remainder of our paper proceeds as follows. The basic methodology of our simulation approach to estimating equity premiums is presented in Section II, along with details on estimating the equity premium. In Section III we compare univariate financial statistics that arise in our simulations with U.S. market data, including dividend yields, return volatility, excess returns, and Sharpe ratios. Our results confirm that the simulations generate data broadly consistent with the U.S. market data and, taken one at a time, these financial statistics imply that the conditional equity premium has indeed been falling over time and that the unconditional equity premium lies in a range much narrower than between 2% and 8%. We determine how much narrower in Section IV by exploiting the full power of the simulation methodology. Section V concludes.

II. Methodology

Consider a stock for which the price $P_t$ is set at the beginning of each period $t$ and that pays a dividend $D_{t+1}$ at the end of period $t$. The return to holding this
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2DK (1996) find that if dividend growth rates and discount rates are allowed to be time-varying and dependent, as well as cross-correlated, the fundamental prices and returns that come out of dividend discounting match observed prices and returns, even during extreme events like stock market crashes.

3SMM was developed by McFadden (1989) and Pakes and Pollard (1989). Examples of papers that employ SMM in an asset pricing context are Duffie and Singleton (1993) and Corradi and Swanson (2005).

4We adopt the typical implementation of SMM to weight the moments inversely to their estimated precision; that is to minimize the product of the moments weighted by the inverse of the covariance matrix of the moments.
stock over $t$ is defined as $R_{t+1} = (D_{t+1} + P_{t+1} - P_t)/P_t$. The risk-free rate, set at the beginning of each period, is denoted $r_{ft}$. The unconditional equity premium, $\pi$, is defined as the difference between the unconditional expectation of the return on risky assets, $E[R_{t+1}]$, and the risk-free rate, $E[r_{ft}]$.

\[ \pi \equiv E[R_{t+1}] - E[r_{ft}] . \]

We do not observe this equity premium. Empirically we observe the returns that investors receive ex post, after they have purchased the stock and held it over some period of time during which random economic shocks impact prices. Hence, the equity premium is typically estimated using historical equity returns and risk-free rates. Define $\bar{R}$ as the average historical annual return on the Standard & Poor’s (S&P) 500 and $\bar{r}$ as the average historical return on U.S. T-bills. Then we can estimate the equity premium, $\hat{\pi}$, as

\[ \hat{\pi} \equiv \bar{R} - \bar{r} . \]

There is no reason to believe that the stock return realized ex post is exactly the same as the return investors anticipated ex ante, hence even a 6% ex post equity premium in the U.S. data may not be a challenge to economic theory. Therefore we ask the following question: If investors’ equity premium is $\pi$, what is the probability that the U.S. economy could randomly produce an ex post premium of at least 6%? The answer to this question has implications for whether or not the 6% ex post premium observed in the U.S. data is consistent with various values of $\pi$ with which standard economic theory may be more compatible. We also ask a deeper question: If investors’ equity premium is $\pi$, what is the probability that we would observe the various combinations of key financial statistics that have been realized in the U.S., such as high Sharpe ratios and low dividend yields, high return volatility and a high ex post equity premium, and so on? The analysis of multivariate distributions of these statistics allows us to narrow substantially the range of equity premiums consistent with the U.S. market data relative to previous studies that have considered only univariate distributions.

Because the joint distribution of the financial statistics we wish to consider is difficult or impossible to estimate accurately, in particular the joint distribution conditional on a given equity premium value, we use simulation techniques to estimate this distribution. The simulated joint distribution allows us to conduct formal statistical tests that a given equity premium could have produced the U.S. experience. Most of our models employ a conditionally varying equity premium, so that a simulation described as having an equity premium of 2.75% actually has an unconditional equity premium of 2.75%, while period by period the conditional equity premium can vary somewhat from this mean value.

---

5See, for instance, Mehra and Prescott ((1985), eq. (14)). We consider conditional equity premium models later.
A. Matching Moments

Consider the valuation of a stock. Define $1 + r_t$ as the gross rate investors use to discount payments received during period $t$. The fundamental price of the stock is then

$$ P_t = E_t \left[ \frac{D_{t+1} + P_{t+1}}{1 + r_t} \right], $$

where $E_t$ is the conditional expectations operator incorporating information available to the market at the beginning of period $t$. Assuming the usual transversality condition, we can derive equation (4) by recursively substituting out for future prices in equation (3):

$$ P_t = E_t \left[ \sum_{j=0}^{\infty} \left( \prod_{i=0}^{j} \frac{1}{1 + r_{t+i}} \right) D_{t+j+1} \right]. $$

Defining the growth rate of dividends over the period $t$ as $g_{t+1} \equiv (D_{t+1} - D_t)/D_t$, we can rewrite equation (4) as follows:

$$ P_t = D_t E_t \left[ \sum_{j=0}^{\infty} \left( \prod_{i=0}^{j} \frac{1 + g_{t+i+1}}{1 + r_{t+i}} \right) \right]. $$

Hence we can rewrite equation (1) as

$$ \pi \equiv E \left[ \left( D_{t+1} + D_{t+1}E_{t+1} \left\{ \sum_{j=0}^{\infty} \prod_{i=0}^{j} \frac{1 + g_{t+i+2}}{1 + r_{t+i+1}} \right\} \right) 
- D_t E_t \left\{ \sum_{j=0}^{\infty} \prod_{i=0}^{j} \frac{1 + g_{t+i+1}}{1 + r_{t+i}} \right\} \right] 
- \left( D_t E_t \left\{ \sum_{j=0}^{\infty} \prod_{i=0}^{j} \frac{1 + g_{t+i+1}}{1 + r_{t+i}} \right\} - r_{f,t} \right] $$

---

6One attractive feature of expressing the present value stock price as in equation (5), in terms of dividend growth rates and discount rates, is that this form highlights the irrelevance of inflation, at least to the extent that expected and realized inflation are the same. Notice that working with nominal growth rates and discount rates, as we do, is equivalent to working with deflated nominal rates (i.e., real rates). That is, $[1 + (g_{t+1} - I_t)/(1 + I_t)]/[1 + (r_t - I_t)/(1 + I_t)] = (1 + g_{t+1})/(1 + r_t)$, where $I_t$ is inflation. Working with nominal values in our simulations removes a potential source of measurement error associated with attempts to estimate inflation.
or

\[
(7) \quad \pi \equiv E \left[ \left( 1 + g_{t+1} \right) \left( 1 + E_{t+1} \left\{ \sum_{j=0}^{\infty} \frac{\Pi_i^j}{1 + r^i_{t+i+1}} \right\} \right) \right.

- \left( E_t \left( \sum_{j=0}^{\infty} \frac{\Pi_i^j}{1 + \frac{1 + g_{t+i+1}}{1 + \pi + r_{f,t+i}}} \right) \right) \left( \left( E_i \left( \sum_{j=0}^{\infty} \frac{1 + g_{t+i+1}}{1 + \pi + r_{f,t+i}} \right) \right) - r_{f,t} \right].
\]

In the case of a constant equity premium \(\pi\), and a possibly time-varying risk-free interest rate, we can rewrite equation (7) as

\[
(8) \quad \pi \equiv E \left[ \left( 1 + g_{t+1} \right) \left( 1 + E_{t+1} \left\{ \sum_{j=0}^{\infty} \frac{\Pi_i^j}{1 + \frac{1 + g_{t+i+2}}{1 + \pi + r_{f,t+i+1}}} \right\} \right) \right.

- \left( E_t \left( \sum_{j=0}^{\infty} \frac{\Pi_i^j}{1 + \frac{1 + g_{t+i+1}}{1 + \pi + r_{f,t+i}}} \right) \right) \left( \left( E_i \left( \sum_{j=0}^{\infty} \frac{1 + g_{t+i+1}}{1 + \pi + r_{f,t+i}} \right) \right) - r_{f,t} \right].
\]

Under interesting conditions, such as risk-free rates, equity premiums, and dividend growth rates that conditionally time vary and co-vary (we consider autoregressive moving average (ARMA) models, autoregressive (AR) models, moving average (MA) models, and correlated errors for dividend growth rates, equity premiums, and interest rates), the individual conditional expectations in equation (8) are analytically intractable.\(^7\) The difference between the sample mean return and the sample mean risk-free interest rate provides a consistent estimate of \(\pi\) (see Mehra and Prescott (1985)). However, this sample mean difference is imprecisely estimated, even based on more than 100 years of data.

We note that another consistent estimator of \(\pi\) is one that exploits the method of DK (1996). The DK method uses ARMA models for dividend growth rates and interest rates to simulate the conditional expectations

\[
E_t \left[ \sum_{j=0}^{\infty} \frac{\Pi_i^j}{1 + \frac{1 + g_{t+i+1}}{1 + \pi + r_{f,t+i}}} \right] \quad \text{and} \quad E_{t+1} \left[ \sum_{j=0}^{\infty} \frac{\Pi_i^j}{1 + \frac{1 + g_{t+i+2}}{1 + \pi + r_{f,t+i+1}}} \right].
\]

\(^7\)Equation (8) is tractable if one assumes joint normality of the logarithms of cash flow growth and discount rates (see Ang and Liu (2001), (2007)). In the general case we consider, the discount rate is a sum of 2 lognormal variables: the interest rate and equity premium. Since such a sum of 2 lognormal variables is not lognormal, our present value discounting problem is not generally nested in the family of models for which analytic solutions are available.
The DK method allows us, for a given ex ante equity premium (or a given conditionally varying ex ante equity premium process), to simulate the conditional expectations in equation (8) as well as related (unconditional) moments, including the expected dividend yield, return volatility, and ex post equity premium. Our estimate of \( \pi \) is produced by finding the value of \( \pi \) that minimizes the distance between the collection of simulated moments (produced by the DK method) and the analogous sample moments (from the U.S. experience over the last half century). The large collection of available moments makes it likely that our analysis can provide a tighter bound on the value of the equity premium than has been achieved previously. The estimation of the conditional expectations in equation (8) relies on the parameters that characterize the dividend growth rate and interest rate models. A joint estimation of these models’ parameters and \( \pi \) (i.e., minimizing the distance between simulated and sample moments by varying all of the model’s parameters and \( \pi \) at once) would be computationally difficult. We therefore utilize a 2-step procedure in which first, for a given unconditional equity premium, we jointly estimate the parameters that characterize the evolution of dividend growth rates and interest rates. We use these models to simulate data to compare with realized S&P 500 data. Second, we do a grid search over values of the unconditional equity premium to find our SMM estimate of \( \pi \).

B. The Simulation

Prior to considering the technical details of our simulations, it is useful to consider an overview. Our simulation can be summarized as follows: First we specify assumptions about \( \pi \), the equity premium anticipated by investors, in particular whether it is constant or conditionally varying and, if it varies over time, how it does so. We also specify the time-series evolution of dividends and interest rates. The choices we make about the processes underlying interest rates, dividend growth rates, and the conditional equity premium define the set of models we consider in the simulation (Models 1–12), and are listed in Table 1. (We explain these choices later.)

The 1st column of Table 1 indicates the numbering that we assign to the models. The 2nd column characterizes the time-series processes used to generate the interest rate, dividend growth rate, and conditional equity premium series. The next 3 columns indicate whether the conditional equity premium process incorporates a downward trend over time (and if so, how much the mean equity premium in 1952 differs from the value in 2004), whether or not there is a structural break (consisting of a 50-bp drop) in the equity premium, and whether or not there is a break in the dividend growth rate process.\(^8\) The final column in Table 1 indicates which models incorporate uncertainty in generating parameters. Again, we explain all of these features more fully later. In all, we consider 12 representative models, ranging from a simple model with no breaks or trends in the conditional

---

\(^8\)In each case where we consider model specifications intended to capture real-world features like breaks and trends in rates and premiums, we adopt parameterizations that bias our results to be more conservative (i.e., to produce a wider confidence interval for the equity premium). This allows us to avoid overstating the gains in precision possible with our technique.
In Table 1 we describe the 12 models we consider. The column labeled “Processes for \( r, g, \) and \( \pi \)” characterizes the time-series models used to generate the interest rates, dividend growth rates, and equity premium. The column labeled “Downward Trend in Equity Premium Process” identifies whether the conditional equity premium trends downward over the course of the 53-year experiment, and if it does, provides the amount of the downward trend. The next column, “Structural Break in Equity Premium Process” indicates whether the model incorporates a sudden 50-bp drop in the value of the conditional equity premium. The column “Structural Break in Dividend Growth Process” indicates whether the model incorporates a gradual 100-bp increase in the growth rate of the dividend growth rate. The final column indicates that all the models except Models 11 and 12 incorporate sampling variability in generating parameters. Additional model details are as follows.

<table>
<thead>
<tr>
<th>Model</th>
<th>Processes for ( r, g, ) and ( \pi )</th>
<th>Downward Trend in Equity Premium Process</th>
<th>Structural Break in Equity Premium Process</th>
<th>Structural Break in Dividend Growth Process</th>
<th>Sampling Variability in Generating Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Base model</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>2</td>
<td>Base model with ( \pi ) trend</td>
<td>Yes (80 bp)</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>3</td>
<td>Base model with ( \pi ) break</td>
<td>No</td>
<td>Yes (50 bp)</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>4</td>
<td>Base model with dividend growth trend</td>
<td>No</td>
<td>No</td>
<td>Yes (50 bp)</td>
<td>Yes</td>
</tr>
<tr>
<td>5</td>
<td>Base model with ( \pi ) trend and dividend growth trend</td>
<td>Yes (80 bp)</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>6</td>
<td>Base model with ( \pi ) break, ( \pi ) trend, and dividend growth trend</td>
<td>Yes (30 bp)</td>
<td>Yes (50 bp)</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>7</td>
<td>Best BIC model(^a) with ( \pi ) break, ( \pi ) trend, and dividend growth trend</td>
<td>Yes (30 bp)</td>
<td>Yes (50 bp)</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>8</td>
<td>Second-best BIC model(^a) with ( \pi ) break, ( \pi ) trend, and dividend growth trend</td>
<td>Yes (30 bp)</td>
<td>Yes (50 bp)</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>9</td>
<td>Base model with ( \pi ) break and ( \pi ) trend</td>
<td>Yes (30 bp)</td>
<td>Yes (50 bp)</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>10</td>
<td>Deterministic ( \pi ) model with ( \pi ) break and ( \pi ) trend</td>
<td>Yes (30 bp)</td>
<td>Yes (50 bp)</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>11</td>
<td>Base model with constant parameters, ( \pi ) break, ( \pi ) trend, and dividend growth trend</td>
<td>Yes (30 bp)</td>
<td>Yes (50 bp)</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>12</td>
<td>Base model with constant parameters</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

\(^a\)For Models 7 and 8 we employ the Bayesian information criterion (BIC) to select the order of the ARMA model driving each of the interest rate, equity premium, and dividend growth rate processes. The order of each AR process and each MA process for each series is chosen over a \((0, 1, 2)\) grid. The BIC has been shown by Hannan (1980) to provide consistent estimation of the order of linear ARMA models. We employ the BIC instead of alternative criteria because it delivers relatively parsimonious specifications and because it is widely used in the literature (e.g., Nelson (1991) uses the BIC to select exponential generalized autoregressive heteroskedasticity (EGARCH) models).

After specifying the set of models, we simulate the data and use discounting to estimate stock returns, dividend yields, etc., for each model. Finally, we examine the distributions of the economic variables that emerge from the simulations, and we draw inferences about the equity premium. We now describe each element of our simulation in detail.

1. Processes for the Interest Rate, Dividend Growth Rate, and Equity Premium

The risk-free interest rate and dividend growth rate series we generate are calibrated to the time-series properties of the annually observed 1-year U.S. T-bill
rate and S&P 500 dividend growth rate series over the period from 1952 to 2004. We considered the ability of various time-series models to eliminate residual autocorrelation and autoregressive conditional heteroskedasticity (ARCH) (evaluated with Lagrange multiplier (LM) tests for residual autocorrelation and for ARCH, both using 5 lags), and we evaluated the log likelihood function and Bayesian information criterion (BIC) across models. Although we will describe the process of model selection 1 variable at a time, our final models were chosen using a full information maximum likelihood (FIML) systems equation estimation and a joint-system BIC optimization.

Economic theory admits a wide range of possible processes for the risk-free interest rate, from constant to autoregressive and highly nonlinear heteroskedastic forms. We find that, in practice, both AR(1) and ARMA(1,1) models of the logarithm of interest rates, based on the model of Hull ((1993), p. 408), perform well in capturing the time-series properties of observed interest rates. We also find that the AR(1) and ARMA(1,1) specifications perform comparably to each other, markedly dominating the performance of other specifications including higher-order models like ARMA(2,2). An attractive feature of modeling the log of interest rates is that doing so restricts nominal interest rates to be positive. Finally, we find standard tests for normality of the error term (and hence conditional lognormality of interest rates) do not reject the null of normality.

Since dividend growth rates have a minimum value of $-100\%$ and no theoretical maximum, a natural choice for their distribution is also lognormal. Thus we model the log of 1 plus the dividend growth rate, and we find that both an MA(1) and an AR(1) specification fit the data well, removing evidence of residual autocorrelation and ARCH at 5 lags. These specifications are preferred on the basis of the same criteria used to choose the specification for modeling interest rates. As with the interest rate data, we find standard tests for normality of the error term (and hence conditional lognormality of dividend growth rates) do not reject the null of normality.

Unlike interest rates and dividend growth rates, the ex ante equity premium process is not observable. Nonetheless, the extensively documented predictability of returns (see, for instance Campbell and Shiller (1988) and their references to the literature) strongly suggests that the equity premium varies over time. For our simulations, we model the conditional equity premium process based on observable factors, exploiting Merton’s (1980) conditional capital asset pricing model (CAPM). The fitted equity premium value from Merton’s conditional CAPM is modeled as a time-series process, covarying with interest rates and dividend growth rates. This system of variables (i.e., dividend growth rates, interest rates,...

---

9Our findings with respect to the value and precision of the equity premium estimate are not sensitive to the use of quarterly versus annual data, though differences do arise in the time-series models for dividend growth rates and interest rates. With quarterly data, dividend growth rates follow an ARMA(1,1) process, and quarterly dividends show more persistence than annual dividends. Similarly, quarterly interest rates require an ARMA(1,1) model to remove evidence of residual autocorrelation, whereas a lower-order model suffices with annual data. The explanatory power of these models is higher with quarterly data, and the magnitude of coefficients capturing the autocorrelation, such as the AR(1) term, is larger with quarterly data.
and equity premiums) is then simulated, and these simulated values are used to calculate prices and returns, as described later.

Merton’s (1980) conditional CAPM is expressed in terms of returns in excess of the risk-free rate, or in other words, the period-by-period equity premium. For the market return, Merton derives the expression

\[
E_t \left[ \tilde{R}_{m,t+1} \right] = \lambda \text{var}_t(\tilde{R}_{m,t+1}),
\]

(9)

where \( \tilde{R}_{m,t+1} \) is the excess return on the market portfolio and \( \text{var}_t(\tilde{R}_{m,t+1}) \) is the time-varying conditional variance of the market excess return. Merton argues that \( \lambda \) in equation (9) is the weighted sum of the reciprocal of each investor’s coefficient of relative risk aversion, with the weight being related to the distribution of wealth among individuals. Equation (9) defines a conditional equity premium but has the equity premium varying only as a function of the conditional variance. Following Bekaert and Harvey (1995), it is possible to allow \( \lambda \) to vary over time by making it a parametric function of conditioning variables (indicated below as \( Z_t \)). The functional form Bekaert and Harvey employ (in equation (12) of their paper) is exponential, restricting the price of risk to be positive:

\[
\lambda_t = \exp(\delta_0 + \delta_1 \frac{D_t}{P_t}).
\]

(12)

The values of estimated parameters are (with standard errors in parentheses) \( \delta_0 = -3.93 \) (0.646), \( \delta_1 = 0.277 \) (0.118), \( \omega = 0.0194 \) (0.0033), and \( \alpha = 0.542 \) (0.346). The \( R^2 \) of this model is 2.8%.

For our simulations, we model the time-series process of the conditional equity premium (denoted \( \pi_t \)) by using the excess return as a proxy for the equity premium:

\[
\hat{\pi}_{t+1} = \hat{\lambda}_t \text{var}_t(\tilde{R}_{m,t+1}),
\]

where \( \hat{\lambda}_t = \exp(-3.93 + 0.277D_t/P_t) \), \( \text{var}_t(\tilde{R}_{m,t+1}) = 0.0194 + 0.542 \hat{e}_m^2 \), and \( \hat{e}_m = \hat{R}_{m,t} - \hat{\pi}_t \). The conditional equity premium we estimate here, \( \hat{\pi}_t \), follows a strong AR(1) time-series process, similar to that of the risk-free interest rate, so that when the equity premium is perturbed it reverts to its mean slowly. The persistence permits slightly more volatile returns in our simulations than would otherwise be the case. The autocorrelation is driven in part by the persistence of \( D/P \) and in part by the persistence of the conditional variance. We find that standard tests for normality of the error term

\[\text{The mean of the estimated equity premium from this model is 5.8% and its standard deviation is 2.2%. An AR(1) model of the natural logarithm of the equity premium, } \hat{\pi}_t, \text{ has a coefficient of 0.79 on the lagged equity premium, with a standard error of 0.050 and an } R^2 \text{ of 0.83.}\]
(and hence conditional lognormality of the equity premium) show some evidence of nonnormality when estimated as a single equation, but less or no evidence of nonnormality if estimated in a system of equations that includes the interest rate and dividend growth rate equations.

We generate the conditional equity premiums, interest rate, and dividend growth rate series as autocorrelated series with jointly normal error terms, calibrated to the degree of autocorrelation observed in the U.S. data. The processes we simulate also mimic the covariance structure between the residuals from the time-series models of equity premiums, interest rates, and dividend growth rates as estimated using U.S. data. We adjust the mean and standard deviation of these lognormal processes to generate the desired level and variability for each when they are transformed back into levels. The coefficients and error covariance structure are estimated with FIML. Very similar results are obtained using iterative GMM and Newey and West (1987) heteroskedasticity and autocorrelation consistent covariance estimation.

To give a sense for what our estimated models for interest rates, dividend growth rates, and the equity premium look like, we present in Table 2 the estimated parameters of Model 1, which incorporates an AR(1) model for interest rates \( r \), an MA(1) model for dividend growth rates \( g \), and an AR(1) model for the equity premium \( \pi \).

### Table 2

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Intercept (Standard Error)</th>
<th>Explanatory Variable (Standard Error)</th>
<th>Residual</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \log(r_{t,1}) )</td>
<td>= -0.214 (0.262)</td>
<td>+ 0.929 ( \log(r_{t-1}) ) (0.086)</td>
<td>+ ( e_{r,t} )</td>
</tr>
<tr>
<td>( \log(1 + g_t) )</td>
<td>= 0.0516 (0.0063)</td>
<td>+ 0.454 ( e_{g, t-1} ) (0.084)</td>
<td>+ ( e_{g,t} )</td>
</tr>
<tr>
<td>( \log(\pi_t) )</td>
<td>= -0.562 (0.230)</td>
<td>+ 0.851 ( \log(\pi_{t-1}) ) (0.070)</td>
<td>+ ( e_{\pi,t} )</td>
</tr>
</tbody>
</table>

2. Allowing a Downward Trend in the Equity Premium Process

Pástor and Stambaugh (2001), among others, provide evidence that the equity premium has been trending downward over the sample period we study, finding a modest downward trend of roughly 0.8% in total since the early 1950s, with much of the difference coming from a steep decline in the 1990s. Their study of the equity premium has the premium fluctuating between about 4% and 6% since 1834. Given this evidence and the fact that we calibrate to data starting in the 1950s, some of the specifications we investigate later permit a 0.8% trend in the equity premium. When modeling a trend with a break, we limit ourselves to a 0.3% trend with an additional 0.5% break, as discussed later. This is accomplished in conjunction with setting the equity premium to follow an AR(1) process.
3. Allowing a Structural Break in the Equity Premium Process

Pástor and Stambaugh (2001) estimate the probability of a structural break in the equity premium over the last 2 centuries. They find fairly strong support for there having been a structural break over the 1990s that led to a 0.5% drop in the equity premium. An aggressive interpretation of their results would have the majority of the drop in the equity premium over the 1990s occurring at once. We decide to adopt a one-time-drop specification because doing so makes our results more conservative (i.e., produces a wider confidence interval for the unconditional equity premium). Spreading the drop in the premium across several years serves only to narrow the range of the equity premium consistent with the U.S. returns data over the last 50 years, which would only bolster our claims to provide a much tighter confidence interval about the estimate of the equity premium. In some of the specifications we investigate later we therefore incorporate an abrupt 0.5% drop in the equity premium. (We time this drop to coincide with 1990, 39 years into our simulation period.) This feature of the equity premium process can be incorporated in the models we use with or without incorporating the other features discussed previously; as discussed later, we investigate combinations and permutations of these various features.

4. Allowing for Sampling Variability in Generating Parameters

In order to produce our simulations we must first estimate parameter values for the time-series models of dividend growth rates, interest rates, and conditional equity premiums. These estimates themselves incorporate sampling variability. Fortunately, estimates of the sampling variability are available to us through the covariance matrix of our parameters, so we can incorporate uncertainty about the true values of these parameters into our simulations. We estimate our system of equations (the dividend growth rate, interest rate, and conditional equity premium) jointly with FIML, and generate for each simulation an independent set of parameters drawn randomly from the joint limiting normal distribution of these parameter estimates (including the variance and covariance of the equation residuals) subject to some technical considerations\(^{11}\) and data consistency checks.\(^{12}\) This process accounts for possible variability in the true state of the world that generates dividends, interest rates, and equity premiums.

To illustrate, consider Model 1 (recall that Table 2 contains the parameter estimates associated with Model 1):

\[
\begin{align*}
\log(r_{f,t}) & = \alpha_r + \rho_r \log(r_{f,t-1}) + \epsilon_{r,t}, \\
\log(1+g_t) & = \alpha_g + \theta_g \epsilon_{g,t-1} + \epsilon_{g,t}, \text{ and} \\
\log(\hat{\pi}_t) & = \alpha_\pi + \rho_{\pi} \log(\hat{\pi}_{t-1}) + \epsilon_{\pi,t}.
\end{align*}
\]

\(^{11}\)The time-series models must exhibit stationarity, the growth rate of dividends must be strictly less than the discount rate, and the residual variances must be greater than 0.

\(^{12}\)The parameters must generate mean interest rates, dividend growth rates, and ex post equity premiums that lie within 3 standard deviations of the U.S. data sample mean. Also, the limiting price-dividend ratio must be within 50 standard deviations of the mean U.S. price-dividend ratio. This last consistency check rules out some extreme simulations generated when the random draw of parameters leads to near unit root behavior. The vast majority of simulations do not exhibit price-dividend ratios that are more than a few standard deviations from the mean of the U.S. data.
We provide the estimated covariance matrix of the parameter estimates for this model in Table 3. The estimated covariance matrix of the equation residual variances is shown in Table 4. (The variances of the residuals from Model 1 are reported in the notes to Table 2.)

### TABLE 3
Estimated Covariance Matrix for Model 1 Parameters

In Table 3 we present the variance-covariance matrix for the Model 1 parameter estimates. Model 1 is generated using these processes for the risk-free rate, the dividend growth rate, and the conditional equity premium:

\[
\begin{align*}
\log(r_{1,t}) &= \alpha_r + \rho_r \log(r_{1,t-1}) + \epsilon_{r,t}, \\
\log(1 + g_t) &= \alpha_g + \theta_g \epsilon_{g,t-1} + \epsilon_{g,t}, \quad \text{and} \\
\log(\pi_t) &= \alpha_\pi + \rho_\pi \log(\pi_{t-1}) + \epsilon_{\pi,t}.
\end{align*}
\]

The top-left element in the table, equal to 0.068705, is the variance of the parameter estimate of \( \alpha_r \). The entry below the top-left element, equal to 0.022307, is the covariance between the estimate of \( \alpha_r \) and \( \rho_r \), and so on.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>( \alpha_r )</th>
<th>( \rho_r )</th>
<th>( \alpha_g )</th>
<th>( \theta_g )</th>
<th>( \alpha_\pi )</th>
<th>( \rho_\pi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha_r )</td>
<td>0.068705</td>
<td>0.022307</td>
<td>-0.000051933</td>
<td>0.000226443</td>
<td>-0.012165</td>
<td>-0.003511</td>
</tr>
<tr>
<td>( \rho_r )</td>
<td>-0.000052</td>
<td>-0.000040</td>
<td>0.000039674</td>
<td>0.000025651</td>
<td>0.000153</td>
<td>0.000031</td>
</tr>
<tr>
<td>( \alpha_g )</td>
<td>0.000226</td>
<td>0.000115</td>
<td>0.000027565</td>
<td>0.000708674</td>
<td>0.0001699</td>
<td>0.000454</td>
</tr>
<tr>
<td>( \theta_g )</td>
<td>-0.0012165</td>
<td>-0.004730</td>
<td>0.000153376</td>
<td>0.001699151</td>
<td>0.052664</td>
<td>0.015791</td>
</tr>
<tr>
<td>( \alpha_\pi )</td>
<td>-0.005511</td>
<td>-0.001401</td>
<td>0.0000311495</td>
<td>0.000453874</td>
<td>0.015791</td>
<td>0.004844</td>
</tr>
<tr>
<td>( \rho_\pi )</td>
<td>-0.000115</td>
<td>-0.000031</td>
<td>0.000039674</td>
<td>0.000025651</td>
<td>0.000153</td>
<td>0.000031</td>
</tr>
</tbody>
</table>

### TABLE 4
Estimated Covariance Matrix of Model 1 Residual Variances

In Table 4 we present the estimated covariance matrix for the Model 1 residual variances. Model 1 is generated using these processes for the risk-free rate, the dividend growth rate, and the conditional equity premium:

\[
\begin{align*}
\log(r_{1,t}) &= \alpha_r + \rho_r \log(r_{1,t-1}) + \epsilon_{r,t}, \\
\log(1 + g_t) &= \alpha_g + \theta_g \epsilon_{g,t-1} + \epsilon_{g,t}, \quad \text{and} \\
\log(\pi_t) &= \alpha_\pi + \rho_\pi \log(\pi_{t-1}) + \epsilon_{\pi,t}.
\end{align*}
\]

The top-left element in the table, equal to 0.0000944, is the variance of \( \epsilon_r^2 \). The entry below the top-left element, equal to 1.9729 \times 10^{-6}, is the covariance between the estimate of \( \epsilon_r^2 \) and the product of \( \epsilon_r \) and \( \epsilon_g \), and so on.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>( \epsilon_r^2 )</th>
<th>( \epsilon_r \epsilon_g )</th>
<th>( \epsilon_r \epsilon_\pi )</th>
<th>( \epsilon_r \epsilon_\pi )</th>
<th>( \epsilon_r^2 \epsilon_g )</th>
<th>( \epsilon_r^2 \epsilon_\pi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \epsilon_r^2 )</td>
<td>0.0000944</td>
<td>1.9729 \times 10^{-6}</td>
<td>-8.351 \times 10^{-7}</td>
<td>-9.102 \times 10^{-7}</td>
<td>-1.564 \times 10^{-6}</td>
<td>-1.69 \times 10^{6}</td>
</tr>
<tr>
<td>( \epsilon_r \epsilon_g )</td>
<td>1.9729 \times 10^{-6}</td>
<td>8.5163 \times 10^{-7}</td>
<td>1.0437 \times 10^{-6}</td>
<td>4.3066 \times 10^{-8}</td>
<td>-1.602 \times 10^{-7}</td>
<td>9.1448 \times 10^{-7}</td>
</tr>
<tr>
<td>( \epsilon_r \epsilon_\pi )</td>
<td>-8.351 \times 10^{-7}</td>
<td>1.0437 \times 10^{-6}</td>
<td>0.0000797</td>
<td>1.8827 \times 10^{-7}</td>
<td>5.001 \times 10^{-8}</td>
<td>-0.000044</td>
</tr>
<tr>
<td>( \epsilon_g \epsilon_\pi )</td>
<td>-9.102 \times 10^{-7}</td>
<td>4.3066 \times 10^{-8}</td>
<td>1.8827 \times 10^{-7}</td>
<td>4.8337 \times 10^{-8}</td>
<td>9.6885 \times 10^{-8}</td>
<td>1.3458 \times 10^{-6}</td>
</tr>
<tr>
<td>( \epsilon_r \epsilon_\pi )</td>
<td>-1.564 \times 10^{-6}</td>
<td>-1.602 \times 10^{-7}</td>
<td>5.001 \times 10^{-6}</td>
<td>9.6885 \times 10^{-8}</td>
<td>3.5567 \times 10^{-6}</td>
<td>0.000203</td>
</tr>
<tr>
<td>( \epsilon_\pi \epsilon_\pi )</td>
<td>-1.69 \times 10^{-6}</td>
<td>9.1448 \times 10^{-7}</td>
<td>-0.000044</td>
<td>1.3458 \times 10^{-6}</td>
<td>0.000203</td>
<td>0.0005009</td>
</tr>
</tbody>
</table>

Exploiting block diagonality of the parameters of the mean and variance, and asymptotic normality of all the estimated parameters, we generate 2 sets of normally distributed random variables. Each set is independent of the other, the 1st set of 6 having the covariance matrix from Table 3 with means equal to the parameter estimates listed in Table 2, and the 2nd set of 6 having the covariance matrix from Table 4, with means equal to the equation residual covariances listed in the notes to Table 2. This set of 12 random variables is then used to simulate interest rates, dividend growth rates, and equity premiums, subject to the consistency checks footnoted earlier.
5. Allowing for Disappearing Dividends

Since the late 1970s, U.S. firms have been increasingly delivering cash flows to investors via share repurchases and other means that are not officially recorded as “corporate dividends.” Fama and French (2001) document this widespread decline of regular dividend payments starting in 1978, consistent with evidence provided by Bagwell and Shoven (1989) and others. However, Fama and French also find evidence that the disappearance of dividends is due in part to an increase in the inflow of new listing to U.S. stock exchanges, representing mostly young companies that would not be expected to pay dividends. Further, they find that there is a much smaller decline in the propensity to pay dividends among the type of firms that we calibrate to, those in the S&P 500 index.

Consistent with Fama and French (2001), we find no evidence of a break in our data on dividend growth rates. Although dividend yields on the S&P 500 index have dropped dramatically over time, dividend growth rates have not. The decline in yields has been a function of prices rising faster than dividends since 1978, not a slowdown in dividend growth. From 1952 through 1978, the year Fama and French document as the year of the structural break in dividend payments, dividend growth rates among the S&P 500 firms averaged 4.9% with an annual standard deviation of 3.9%, and from 1979 to 2000 the dividend growth rates averaged 5.5% with an annual standard deviation of 3.8%, virtually indistinguishable from the pre-1979 period. Time-series properties pre- and post-1978 are also very similar across these 2 periods. Consistent with this stability of dividend growth pre- and post-1978 and Bagwell and Shoven’s (1989) documentation of increased share repurchases in the 1980s, earnings growth rates of firms in the S&P 500 index have accelerated since the 1952–1978 period, from 6.8% pre-1979 to 7.8% post-1978. Similar to the dividend growth rate data, the time-series properties of the earnings growth rate data did not change.

In order to determine the sensitivity of our experiments to mismeasurement of cash flows to investors, we consider a dividend growth rate process with a structural break 27 years into the time series to correspond to a possible break in our dividend data for the S&P 500 data after 1978. We calibrate to the S&P 500 earnings data mean growth rate increase over 1979–2000, an upward shift of 100 bp, to proxy for the increase in total cash flows to investors. That is, we increase the growth rate of dividends by 5 bp a year for 20 years, starting in year 27 of the simulation (corresponding to 1978 for the S&P 500 data), to increase the mean growth rate of our dividend growth series 100 bp, mimicking the proportional increase in earnings growth rates observed in the data.

6. Numerical Simulation Details

In Section III we report results from our models. Before doing so, however, it is useful to outline the steps used in our simulations. We therefore now illustrate for the \( n \)th simulated economy how prices \( (P^*_n) \), returns \( (R^*_n) \), ex post equity premiums \( (\hat{\pi}^*_n) \), etc. (where \( n = 1, \ldots, N \) and \( t = 1, \ldots, T \)) are produced given assumed processes for dividends, dividend growth rates, risk-free interest rates, and the
(ex ante) equity premium of the $n$th economy.\footnote{We set the number of economies, $N$, at 2,000. This is a sufficiently large number of replications to produce results with very small simulation error.} For the purpose of this illustration, we assume fixed parameters (i.e., no parameter uncertainty), a constant unconditional equity premium, and an AR(1) model for interest rates. Further, to illustrate the procedure required for a moving average error model, we assume an MA(1) process for dividend growth rates. Relaxing these assumptions (incorporating parameter uncertainty, ARMA(1,1) processes for interest rates and dividend growth rates, and a conditionally varying equity premium) complicates the procedure outlined later only slightly. We simulate the economies out for 50 periods, then at period 51 we start our calculation of market prices, returns, etc. (to avoid contaminating the simulations with the initial conditions). For simplicity, we omit this detail from the description later.

Our fundamental pricing relationship, equation (5), rewritten to correspond to the $n$th economy, is

$$P_n^t = D_n^t E_t \left\{ \sum_{i=0}^{\infty} \left( \Pi_{k=0}^{i} \left[ \frac{1 + \delta_{i+k+1}^n}{1 + r_{i+k}^n} \right] \right) \right\}.$$  (13)

Note that $r_{i+k}^n = r_{i+1}^n + \pi$ where $\pi$ is the ex ante equity premium. We produce prices ($P_n^t$), returns ($R_n^t$), and ex post equity premiums ($\hat{\pi}_n^t$), utilizing only dividend growth rates ($g_{i+k+1}^n$) and discount rates ($r_{i+k}^n$). Figure 1 summarizes the 3 steps of the Monte Carlo simulation.

**FIGURE 1**

Diagram of a Simple Market Price Calculation for the $t$th Observation of the $n$th Economy

Figure 1 depicts the evolution of interest rates and dividend growth rates upon which the simulations are based.

*Step 1.* In forming $P_t^n$, the most recent fundamental information available to an investor would be $g_t^n$, $D_t^n$, and $r_t^n$. Thus $g_t^n$, $D_t^n$, and $r_t^n$ must be generated directly in our simulations, whereas $P_t^n$ is formed by numerical integration based on the evolution of $g$, $D$, and $r$. The objective of Steps 1a–1c outlined later is to produce dividend growth and interest rates that replicate real-world dividend growth and interest rate data. That is, the simulated dividend growth and interest rates must have the same mean, variance, covariance, and autocorrelation structure as observed S&P 500 dividend growth rates and U.S. interest rates. In terms of Figure 1, Step 1 forms $g_t^n$, $D_t^n$, and $r_t^n$ only.
Step 1a. Set the initial dividend, $D^n_0$, equal to 1, and the lagged innovation of the logarithm of the dividend growth rates, $e^n_{g,0}$, to 0. To match the real-world interest rate data, set $\log(r_{f,0}^n) = -2.90$ (the mean value of log interest rates). Generate 2 independent standard normal random numbers, $\eta_{f,1}^n$ and $\nu_{f,1}^n$ (note that the subscript on these random numbers indicates time, $t=1$), and form 2 correlated random variables, $e^n_{r,1} = 0.319(0.25\eta_{f,1}^n + (1 - 0.25^2)^{0.5}\nu_{f,1}^n)$ and $e^n_{g,1} = 0.0311\eta_{f,1}^n$. These are the simulated innovations to the interest rate and dividend growth rate processes, formed to have standard deviations of 0.319 and 0.0311, respectively, to match the data and to be correlated with correlation coefficient 0.25 as we find in the S&P 500 return and T-bill rate data. Next, form $\log(1 + g^n_0) = 0.049 + 0.64e^n_{g,0} + e^n_{g,1}$ and $\log(r_{f,1}^n) = -0.35 + 0.88\log(r_{f,0}^n) + e^n_{r,1}$ to match the parameters estimated on the S&P 500 index data 1952–2004 of these models. Also form $D^n_1 = D^n_0(1 + g^n_1)$.

Step 1b. Produce 2 correlated normal random variables, $e^n_{r,2}$ and $e^n_{g,2}$, as in Step 1a, and conditioning on $e^n_{g,1}$ and $\log(r_{f,1}^n)$ from Step 1a produce $\log(1 + g^n_2) = 0.049 + 0.64e^n_{g,1} + e^n_{g,2}$, $\log(r_{f,2}^n) = -0.35 + 0.88\log(r_{f,1}^n) + e^n_{r,2}$, and $D^n_2 = D^n_1(1 + g^n_2)$.

Step 1c. Repeat Step 1b to form $\log(1 + g^n_t)$, $\log(r_{f,t}^n)$, and $D^n_t$ for $t = 3, 4, 5, \ldots, T$ and for each economy $n = 1, 2, 3, \ldots, N$. Then calculate the dividend growth rate $g^n_t$ and the discount rate $r^n_t$.

Step 2. For each time period $t = 1, 2, 3, \ldots, T$ and economy $n = 1, 2, 3, \ldots, N$, we calculate prices, $P^n_t$. In order to do this we must solve for the expectation of the infinite sum of discounted future dividends conditional on time $t$ information for economy $n$. That is, we must produce a set of possible paths of dividends and interest rates that might be observed in periods $t + 1, t + 2, \ldots$, given what is known at period $t$, and use these to solve the expectation of equation (13). We use the superscript $j$ to index the possible paths of future economies that could evolve from the current state of the economy. In Step 2d, we describe how we are able to solve for the expectation of an infinite sum using a finite stream of future dividends.

Step 2a. Set $e^{j,n}_{g,t} = e^n_{g,t}$ and $\log(r^{j,n}_{f,t}) = \log(r^n_{f,t})$ for $j = 1, 2, 3, \ldots, J$. Generate 2 independent standard normal random numbers, $\eta_{f,t+1}^n$ and $\nu_{f,t+1}^n$, and form 2 correlated random variables $e^{j,n}_{r,t+1} = 0.319(0.25\eta_{f,t+1}^n + (1 - 0.25^2)^{0.5}\nu_{f,t+1}^n)$ and $e^{j,n}_{g,t+1} = 0.0311\eta_{f,t+1}^n$.

---

14 Note that by construction these parameters do not match those reported in Table 2, as this system does not incorporate a conditionally varying equity premium.

15 We choose $J$ to lie between 1,000 and 100,000, to ensure the Monte Carlo simulation error in calculating prices and returns is controlled to be less than 0.20%. For the typical case the simulation error is far less than 0.20%. To determine the simulation error, we conducted a simulation of the simulations. Unlike some Monte Carlo experiments (such as those estimating the size of a test statistic under the null), the standard error of the simulation error for most of our estimates (returns, prices, etc.) are themselves analytically intractable and must be simulated. In order to estimate the standard error of the simulation error in estimating market prices, we estimated a single market price 2,000 times, each time independent of the other, and from this set of prices compute the mean and variance of the price estimate. With the number of possible paths, $J$, equal to no less than 1,000, we find that the standard deviation of the simulation error is less than 0.20% of the price, which is sufficiently small as not to be a source of concern for our study. The number of simulations has to be substantially greater than 1,000 for some cases depending on the model specification.
\[ \epsilon_{j}^{i,n} = 0.0311 \beta_{j}^{i} \text{ for } j = 1, 2, 3, \ldots, J. \]

These are the simulated innovations to the interest rate and dividend growth rate processes, respectively. Form \( \log(1 + g_{j}^{i,n}) = 0.049 + 0.64 \epsilon_{g,j}^{i,n} + \epsilon_{g,j}^{i,n} \) and \( \log(r_{j,t}^{i,n}) = -0.35 + 0.88 \log(r_{j,t-1}^{i,n}) + \epsilon_{r,j}^{i,n} \).

**Step 2b.** Produce 2 correlated normal random variables \( \epsilon_{r,t+2}^{i,n} \) and \( \epsilon_{g,t+2}^{i,n} \) as in Step 2a, and conditioning on \( \epsilon_{j}^{i,n} \) and \( \log(r_{j,t+1}^{i,n}) \) from Step 2a produce \( \log(1 + g_{j}^{i,n}) = 0.049 + 0.64 \epsilon_{g,j}^{i,n} + \epsilon_{g,j}^{i,n} \) and \( \log(r_{j,t+2}^{i,n}) = -0.35 + 0.88 \log(r_{j,t+1}^{i,n}) + \epsilon_{r,j}^{i,n} \) for \( j = 1, 2, 3, \ldots, J \).

**Step 2c.** Repeat Step 2b to form \( \log(1 + g_{j}^{i,n}) \) and \( \log(r_{j,t+i}^{i,n}) \) for \( i = 3, 4, \ldots, I, j = 1, 2, 3, \ldots, J, \) and economies \( n = 1, 2, 3, \ldots, N. \)

**Step 2d.** The discounted present value of each of the individual \( J \) streams of dividends is now taken in accordance with equation (13), with the \( j \)th present value price noted as \( P_{j}^{i,n} \). Finally, the price for the \( n \)th economy in period \( t \) is formed: \( P_{n}^{i} = \frac{1}{J} \sum_{j=1}^{J} P_{j}^{i,n} \). In considering these prices, note that according to equation (13) the value of \( I \) in Step 2c above should run out to infinity. Since the ratio of gross dividend growth rates to gross discount rates is less than unity in steady state, the individual product elements in the infinite sum in equation (13) eventually converge to 0 as \( I \) increases. We find \( I = 1,000 \) is large enough in our simulations so that the truncation does not materially affect our results.

**Step 3.** After performing Steps 1a–1c and 2a–2d for \( t = 1, \ldots, T \), rolling out \( N \) independent economies for \( T \) periods, we construct the market returns for each economy, \( R_{t+1}^{i} = (P_{t+1}^{i} + D_{t+1}^{i} - P_{t}^{i})/P_{t}^{i} \), and the ex post equity premium that agents in the \( n \)th economy would observe, \( \hat{\pi}_{n}^{i} \), estimated from equation (1) as the mean difference in market returns and the risk-free rate. The length of the time series \( T \) is chosen to be 53 to imitate the 53 years of annual data we have available for the S&P 500 from 1952 to 2004.

### III. Univariate Conditional Distributions for Model 1

All of the results in this section of the paper are based on Model 1, as defined in Table 1. Model 1 incorporates interest rates that follow an AR(1) process and dividend growth rates that follow an MA(1) process. The conditional equity premium in Model 1 follows an AR(1) process (that emerges from the fitted equity premium produced by Merton’s (1980) conditional CAPM, as detailed in Section II.B.1), with no trends or breaks in either the equity premium process or dividend growth rate process. We start with this “plain vanilla” model because it provides a good illustration of how well dividend-discounting models that incorporate autocorrelated dividend growth and discount rate processes can produce prices and returns that fit the experience of the last half century in the U.S. This model also provides a good starting point to contrast with models employing breaks and trends in equity premium and dividend growth processes. We consider

---

16For our random number generation we make use of a variance reduction technique, stratified sampling. This technique has us drawing pseudo-random numbers ensuring that \( q \)th percentile, so that our sampling does not weight any grouping of random draws too heavily.
more complex and arguably more realistic models incorporating trends and breaks later in the paper.

We first consider what we can learn by looking at the univariate statistics that emerge from our simulations. We can use the univariate distributions to place loose bounds on plausible values of the equity premium. While the analysis in this section based on univariate empirical distributions is somewhat casual, in Section IV we conduct formal analysis based on $\chi^2$ statistics and the joint distributions of the data, yielding very tight bounds on plausible values of the equity premium and identifying plausible models of the equity premium process.

We can compare any financial statistic from the last half century to our simulated economies provided the statistic is based on returns, dividends, or prices, as these are data that the simulation produces. We could also consider moments based on interest rates or dividend growth rates, but since we calibrate our models to interest rates and dividend growth rates, all our simulations should (and do) fit these moments well by construction. We choose moments based on 2 considerations. First, the moments should be familiar and the significance of the moments to economic theory should be obvious. Second, the moments should be precisely estimated; if the moments are too “noisy,” they will not help us narrow the range of equity premiums (e.g., return skew and kurtosis are very imprecisely estimated with even 50 years of data, so that these moments are largely uninformative). The moments must also be well defined (e.g., moments must be finite). The expected value of the price of equity is undefined, but we can use prices in concert with a cointegrated variable like lagged price (to form returns) or dividends (to form dividend yields).

We summarize the simulation results with plots of probability distributions of the simulated data for various financial statistics. Graphs A–D of Figure 2 contain probability distribution functions (PDFs) corresponding to the mean ex post equity premium, the mean dividend yield, the Sharpe ratio, and return volatility respectively, based on assumed unconditional equity premiums of 2.75%, 3.75%, 5%, and 8%. The dotted lines depicting the PDFs in Figure 2 are thinnest for the 2.75% case and become progressively thicker for the 3.75%, 5%, and 8% cases. The realized U.S. data are denoted in each panel with a solid vertical line. Comparison of the simulated distribution with realized values in these plots permits a very quick, if casual, first assessment of how well the realized U.S. data agree with the simulated data.

The realized U.S. mean excess return, displayed as the vertical line in Graph A of Figure 2, is furthest in the right tail of the distribution corresponding to a 2.75% unconditional equity premium, and furthest in the left tail for the equity premium of 8%. The wide range of the distribution of the mean excess return for each assumed value of the unconditional equity premium is consistent with the experience of the last half century in the U.S., in which the mean excess return has a 95% confidence interval spanning plus or minus roughly 4% or 5%. The realized dividend yield of 3.4%, displayed in Graph B, is unusually low for the 5% and 8% equity premium cases, but it is near the center of the distribution for the equity premium values of 2.75% and 3.75%. In Graph C, only the Sharpe ratios generated with an equity premium of 8% appear inconsistent with the U.S. experience of the last half century. The return volatility, displayed
Figure 2 contains probability distribution functions (PDFs) for various financial statistics generated in 2,000 simulated economies based on Model 1 from Table 1. Each graph contains a PDF for each of 4 different assumed values of the unconditional equity premium: 2.75%, 3.75%, 5%, and 8%. Graph A shows the distribution of the ex post equity premium (mean return minus mean interest rate), Graph B shows the mean dividend yield distribution (dividend divided by price), Graph C shows the Sharpe ratio distribution (excess return divided by the standard deviation of the excess return), and Graph D shows the distribution of the standard deviation of excess returns. In each graph, a vertical line indicates the U.S. data realized over 1952–2004, the value of the estimated ex post equity premium, mean dividend yield, mean Sharpe ratio, and excess return standard deviation, respectively. The simulated statistics are estimated on 53 years of generated data for each economy, mimicking the data period we used to estimate the realized U.S. results.
in Graph D, clearly indicates that the experience of the U.S. over the last half century is somewhat unusual for all values of the equity premiums considered, though least unusual for the lowest equity premium.

Figure 2 has 2 central implications of interest to us. First, the financial variable statistics produced in our simulations are broadly consistent with what has been observed in the U.S. economy over the past 5 decades. Most simulated statistics, including those based on prices and returns, match the magnitudes of financial quantities from the realized U.S. data, even though we do not calibrate our models to prices or returns. Second, the results suggest that the 2.75%–8% interval we present here likely contains the equity premium consistent with the U.S. economy.

Univariate results for Models 2–10 are qualitatively very similar to those presented for Model 1. Univariate results for Models 11 and 12, in contrast, are grossly rejected by the experience of the U.S. economy. Detailed univariate results for Models 2–12 are omitted for the sake of brevity, but the poor performance of Models 11 and 12 will be evident in multivariate results reported later.

IV. Model Extensions, Multivariate Analysis, and Tests

To narrow further the range of plausible equity premium values, we exploit the full power of our simulation procedure by considering the joint distributions of statistics that arise in our simulations and comparing them to empirical moments of the data. The 3 moments of the data that we focus on (the mean ex post equity premium, excess return volatility, and mean dividend yield) have the advantage of being the most precisely estimated and hence the most informative for the value of the equity premium.

Our purpose in considering joint distributions is twofold. First, multivariate tests are used to form a tight confidence bound on the equity premium. These tests strongly reject our models if the unconditional equity premium is outside of a narrow range around 3.5%. This range is not sensitive to even fairly substantial changes in the model specification, which suggests that the 3.5% finding is robust. Second, the analysis exploiting the joint distribution leads to rejection of model specifications that fail to incorporate certain features, such as trends and breaks in the equity premium. Interestingly, even when a model specification is rejected, we find the most plausible equity premium still lies in the same range as the rest of our models, very near 3.5%.

Up to this point we have considered detailed results for Model 1 exclusively, but Model 1 does not incorporate a gradual downward trend in the equity premium, a structural break in the equity premium process, or an increase in the growth rate of cash flows. Thus we now consider models that incorporate 1, 2, or all 3 of these features, as well as different time-series models for interest rates and equity premiums. We also consider stripped-down models to assess the marginal contribution of model features such as parameter uncertainty and the specification of the time-series process used to model dividend growth rates and interest rates.

In Figures 3–5 (to be fully discussed later), we present $\chi^2$ test statistics for the null hypothesis, that the U.S. experience during 1952–2004 could have been a random draw from the simulated distribution of the mean ex post equity
premium, the excess return volatility, and the mean dividend yield.\footnote{The $\chi^2$ tests are based on joint normality of sample estimates of moments of the simulated data, which follow an asymptotic normal distribution based on a law of large numbers (see White (1984) for details). In the case of excess return volatility, we consider the cube root of the return variance, which is approximately normally distributed (see p. 399 of Kendall and Stuart (1977) for further details). We also estimate the probability of rejection using bootstrapped $p$-values, to guard against deviations from normality. These bootstrapped values are qualitatively identical to the asymptotic distribution $p$-values. Finally, when performing tests that include the dividend yield moment, if the simulation includes a break in dividends corresponding to an increase in cash payouts starting in 1978 in the U.S. data (again, see Fama and French (2001)), we also adjust the U.S. data to reflect the increase in mean payout levels. This makes for a small difference in the mean U.S. payout ratio and no qualitative change to our results if ignored.} A significant test statistic, in this context, suggests that the combination of financial statistics observed for the U.S. economy is significantly unusual compared to the collection of simulated data, leading us to reject the null hypothesis that the given model and assumed equity premium value could have generated the U.S. data of the last half century. It is possible to reject every equity premium value if we use models of the equity premium that are misspecified (the rejection of the null hypothesis can be interpreted as a rejection of the model). It is also possible that a very wide range of equity premium values are not rejected for a collection of models, thwarting our efforts to provide a precise estimate of the equity premium or a small range of allowable equity premium models.

Our results reveal that models that ignore breaks and trends in the conditional equity premium process are rejected for virtually every value of the unconditional equity premium we consider. For only a group of sophisticated models that incorporate trends and breaks in the equity premium do we fail to reject a narrow range of unconditional equity premiums, roughly between 3% and 4%. We tend to reject models if the impact on cash flows to shareholders from share repurchases are ignored. We begin with some simple models, then consider models that are arguably more realistic, as they incorporate equity premium and cash flow trends and breaks, and we finish by considering a host of related issues, including the impact of parameter estimation error and, separately, investor uncertainty about the fundamental value of equities.

A. Simple (One-at-a-Time) Model Extensions

We now consider extensions to Model 1, each extension adding a single feature to the base model. Recall that the features of each model are summarized in Table 1. For Model 2, an 80-bp downward trend is incorporated in the equity premium process. For Model 3, a 50-bp drop in year 39 of the simulation (corresponding to 1990 for the S&P 500 data) is incorporated in the equity premium process. For Model 4, the dividend growth rate process is shifted gradually upward a total of 100 bp, starting in year 27 of the simulation (corresponding to 1978 for the S&P 500 data) and continuing for 20 years at a rate of 5 bp per year. These models help us evaluate if one or another feature documented in the literature can markedly improve model performance over the simple base model.

Graph A of Figure 3 displays plots of the value of joint $\chi^2$ tests on 3 moments of the data, the mean ex post equity premium, the excess return volatility, and the
mean dividend yield, for Models 1–4, and shows how the test statistic varies as the unconditional equity premium varies from 2.25% to 8% in increments as small as 1/8 of a percent toward the lower end of that range. Graphs B–D of Figure 3 display the univariate student t-test statistics for each of these 3 moments of the data, again showing how the test statistic varies with the assumed value of the equity premium. The equity premium values indicated on the horizontal axis represent the ending values of the equity premium in each set of simulations. For models that incorporate a downward trend or a structural break in the equity premium process, the ending value of the equity premium differs from the starting value. So, for instance, Model 2 has a starting equity premium that is 80 bp higher than that displayed in Figure 3, as Model 2 has an 80-bp trend downward in the equity premium. For Model 1 the value of the equity premium is the same at the end of the 53-year simulation period as it is at the start of the 53-year period, as Model 1 does not incorporate a downward trend or structural break in the equity premium process. Critical values of the test statistics corresponding to statistical significance at the 10%, 5%, and 1% levels are indicated by thin dotted horizontal lines in each panel, with the lowest line indicating significance at the 10% level and the highest line the 1% significance level.

Consider now specifically Graph A of Figure 3. (Note that we use a log scale for the vertical axis of the plots in Graph A of Figures 3–5 for clarity of presentation. Note as well that we postpone further discussion of Graphs B–D until after we have introduced results for Models 1–12.) On the basis of Graph A of Figure 3, only in the case of Model 4 do we observe \( \chi^2 \) test statistics lower than the cutoff value implied by a 10% significance level (again, indicated by the lowest horizontal dotted line in the plot). The test statistics dip (barely) below the 10% cutoff line only for values of the equity premium within about 25 bp of 4%. Models 1–3, in contrast, are rejected at the 10% level for every equity premium value. If we allow fairly substantial departures of the simulated data from the S&P 500 data (e.g., test statistics that are unusual at the 1% level of significance, the upper horizontal dotted line in the plot), then all the models indicate ranges of equity premiums that are not rejected, in each case centered roughly between 3.5% and 4%. Recall that the equity premium plotted is the ending value, so if the model has a downward trend or decline because of a break in the equity premium, its ending value is below its average equity premium.

One conclusion to draw from the relative performance of these 4 competing models is that each additional feature over the base model (e.g., the dividend growth acceleration in the late 1970s and the trends and breaks in the equity premium) leads to better performance relative to the base model, but each is still inadequate in isolation. The model most easily rejected is clearly that which does not account for trends and breaks in the equity premium and cash flow processes.

B. Further Model Extensions (Two or More at a Time)

We turn now to joint tests based on Models 5–10. These models incorporate the basic features of Model 1, including time-varying and dependent dividend growth and interest rates, parameter uncertainty, and, with the exception of Model 10, an equity premium process derived from the Merton (1980) conditional
Figure 3 contains plots of test statistics for Models 1–4. Graph A plots joint $\chi^2$ tests based on a set of 3 variables (the ex post equity premium, the mean dividend yield, and the excess return volatility) for various ending values of the ex ante equity premium for each model. In Graph A the vertical axis is plotted on a log scale. The remaining graphs contain $t$-test values corresponding to tests on the individual variables for each of the models: the ex post equity premium in Graph B, the excess return volatility in Graph C, and price-dividend ratio in Graph D. In each panel the critical values of the test statistics corresponding to test significance at the 10%, 5%, and 1% levels are indicated by horizontal lines.

Graph A. Joint Test, All Moments

Graph B. $t$-Test, Ex Post Equity Premium

Graph C. $t$-Test, Excess Return Volatility

Graph D. $t$-Test, Price-Dividend Ratio

CAPM. These models also permit trends and/or breaks in the equity premium and dividend growth rate processes 2 or more at a time and incorporate alternative time-series models for the interest rate and the equity premium processes. Models 5–10 allow us to explore questions like: Do we need a conditional equity
Figure 4 contains plots of test statistics for Models 5–8. Graph A plots joint $\chi^2$ tests based on a set of 3 variables (the ex post equity premium, the mean dividend yield, and the excess return volatility) for various ending values of the ex ante equity premium for each model. In Graph A the vertical axis is plotted on a log scale. The remaining graphs contain $t$-test values corresponding to tests on the individual variables for each of the models: the ex post equity premium in Graph B, the excess return volatility in Graph C, and price-dividend ratio in Graph D. In each graph the critical values of the test statistics corresponding to test significance at the 10%, 5%, and 1% levels are indicated by horizontal lines.
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premium model, or is it sufficient to have an equity premium that simply trends downward with a break? If we have a break, a trend, and time variation in the equity premium process, is it still essential to account for the disappearing dividends
of the last 25 years? Are our results sensitive to the time-series model specifications we employ?

Model 5 augments the base model (Model 1) to include an 80-bp gradual downward trend in the equity premium and a 100-bp gradual upward trend in the dividend growth rate. Model 6 is the base model adjusted to incorporate a 30-bp gradual downward trend in the equity premium, a 50-bp abrupt decline in the equity premium, and a 100-bp gradual upward trend in the dividend growth rate. Model 7 is the best model as indicated by the BIC, augmenting the equity premium process with a 30-bp gradual downward trend and a 50-bp abrupt decline and adding a 100-bp gradual upward trend in the dividend growth rate. Model 8 takes the second-best BIC model and incorporates a 30-bp gradual downward trend in the equity premium, a 50-bp abrupt decline in the equity premium, and a 100-bp gradual upward trend in the dividend growth rate. Model 9 is the base model adjusted to incorporate a 30-bp gradual downward trend in the equity premium and a 50-bp abrupt decline in the equity premium. Model 10 has the equity premium model follow a deterministic downward trend with a 50-bp structural break, interest rates follow an AR(1), and dividend growth rates follow an MA(1).

Given the existing evidence in support of a gradual downward trend in the equity premium, a structural break in the equity premium process over the early 1990s, and an increase in the growth rate of nondividend cash flows to investors (such as share repurchases) starting in the late 1970s, we believe Models 6–8 to be the best calibrated, and therefore perhaps the most plausible among all the models we consider, and Model 5 to be a close alternative.

In Graph A of Figures 4 and 5 we present plots of the $\chi^2$ test statistics on 3 moments of the data: the mean ex post equity premium, the excess return volatility, and the mean dividend yield. Again, we consider Graphs B–D later. We see in Graph A of Figure 4 that for Models 5–8 we cannot reject a range of unconditional equity premium values at the 5% level. These models produce test statistics that drop well below even the 10% critical value. These models all embed the increased cash flow feature and either an 80-bp downward trend in the equity premium, or both a break and a trend in the equity premium adding up to an 80-bp decline over the last half century. The range of equity premiums supported (not rejected) is narrowest for Model 7 (the best model indicated by BIC) and Model 8 (the second best model indicated by BIC) with a range of less than 75 bp at the 10% level. The range is slightly wider for Models 5 and 6, roughly 75 bp–100 bp. In each case, the equity premium that yields the minimum joint test statistic, corresponding to our estimate of $\pi$, is centered between 3.25% and 3.75%.

For the models that exclude the cash flow increase, Models 9 and 10, displayed in Figure 5, we can reject all unconditional equity premium values at the 10% level. Model 9 is best compared to Model 6, as it is equivalent to Model 6 with the sole difference of excluding the cash flow increase. Graph A of Figures 4 and 5 shows that excluding the cash flow increase flattens the trough of the plot of $\chi^2$ statistics, and approximately doubles the test statistic value, from a little over 3 for Model 6 in Figure 4 to a little over 6 for Model 9 in Figure 5. Model 10 is identical to Model 9 apart from the sole difference that Model 10 excludes
the conditionally varying equity premium process. Exclusion of this conditional variation (modeled as a 1st-order autoregressive process) worsens the ability of the model to match moments to the U.S. experience at every value of the equity premium. The difference in performance leads us to reject a model excluding a conditionally varying equity premium.

On the basis of our most plausible models, Models 6–8, we can conservatively conclude that the unconditional equity premium is within 50 bp of 3.5%. We can also conclude that models that allow for breaks and/or trends in the equity premium process are the only models that are not rejected by the data. Simple equity premium processes, those that rule out any one of a downward break and/or trend or a conditionally varying equity premium process, cannot easily account for the observed low dividend yields, high returns, and high return volatility. Ignoring the impact of share repurchases on cash flows to investors over the last 25 years also compromises our ability to match the experience of U.S. prices and returns of the last half century.

C. Is Sampling Variability (Uncertainty) in Generating Parameters Important?

All of the models we have considered so far, Models 1–10, incorporate parameter value uncertainty. This uncertainty is measured using the estimated covariance of the parameter estimates from our models. We generate model parameters by randomly drawing values from the joint distribution of the parameters, exploiting the asymptotic result that our FIML procedure produces parameter estimates that are jointly normally distributed, with an easily computed variance-covariance structure.

Now we consider 2 models that have no parameter sampling variability built into them, Models 11 and 12. In these models the point estimates from our ARMA estimation on the S&P 500 data are used for each and every simulation. Ignoring uncertainty about the true values for the parameters of the ARMA processes for interest rates, dividend growth rates, and the equity premium should dampen the variability of the generated financial statistics from these simulations, and potentially understate the range of unconditional equity premiums supported by the last half century of U.S. data. Model 11 is the base model augmented to incorporate a 30-bp gradual downward trend in the equity premium, a 50-bp abrupt decline in the equity premium, and a 100-bp gradual upward trend in the dividend growth rate, with no parameter uncertainty. (Model 11 is identical to Model 6 apart from ignoring parameter uncertainty.) Model 12 is the base model with no parameter uncertainty.

We see in Graph A of Figure 5 that both Models 11 and 12 are rejected for all values of the equity premium, though Model 11, which allows for trends and breaks, performs better than Model 12. The log scale for the vertical axis compresses the values, but the minimum $\chi^2$ statistic for Model 12 is close to 30, indicating very strong rejection of the model, while the minimum $\chi^2$ statistic for Model 11 is roughly 10. It is apparent that parameter uncertainty is an important model feature. Ignoring parameter uncertainty leads to model rejection, even at the equity premium setting that corresponds to the minimum test statistic.
D. The Moments That Matter

An interesting question that arises with regard to the joint tests is, where does the test power come from? That is, which variables give us the power to reject certain ranges of the unconditional equity premium in our joint $\chi^2$ tests? An examination of the ranges of the unconditional equity premium consistent with the individual moments can shed some light on the source of the power of the joint tests. Graphs B, C, and D of Figures 3–5 display plots of the univariate $t$-test statistics based on each of the variables we consider in the joint tests plotted in Graph A of these figures. Graph B of each figure plots $t$-test statistics on the ex post equity premium, Graph C of each figure plots $t$-test statistics on the excess return volatility, and Graph D of each figure plots $t$-test statistics on the price-dividend ratio.

Consider first Graph B of Figures 3–5. Virtually all of the models have a minimum $t$-test statistic at a point that is associated with an equity premium close to 6%.\(^{18}\) Because our method involves minimizing the distance between the ex post equity premium based on the realized S&P 500 value (which is a little over 6%) and the ex post equity premium estimate based on the simulated data, it is not surprising that the minimum distance is achieved for models when they are set to have an equity premium close to 6%. The $t$-test on the mean ex post equity premium rises linearly as the equity premium setting departs from 6% for each model. The $t$-test does not typically reject equity premium values at the 10% level until the equity premium deviates quite far from 6%. For example, in Graph B of Figure 4 the ending equity premium must be as low as 2.25% or as high as 7% before we see a rejection at the 10% level. This wide range reflects the imprecision of the estimate of the ex post equity premium, which is also evident in the realized S&P 500 data.

The $t$-tests on the excess return volatility, presented in Graph C of Figures 3–5, indicate that lower equity premium values lead to models that are better able to match the S&P 500 experience of volatile returns.\(^{19}\) Note that as the unconditional equity premium decreases, the volatility of returns increases, so high equity premiums lead to simulated return volatilities that are much lower than the realized S&P 500 return volatility we have witnessed over the last half

\(^{18}\)Recall that the equity premium values shown on the horizontal axes are ending values, so if the model has a downward trend or break in the equity premium process, its ending value is below the mean equity premium. For instance, Model 11 has a data generating process that incorporates trends and breaks that lead to an ending equity premium lower than the starting value. For Model 11 we observe (in Graph B of Figure 5) a minimum $t$-test at an ending value of the equity premium that is below the 6% average equity premium. The coarseness of the grid of equity premium values around 6% prevents this feature from being more obvious for some of the other models.

\(^{19}\)The intuition behind this result is easiest to see by making reference to the Gordon (1962) constant dividend growth model, \(P = D/(r - g)\). As the discount rate, \(r\), declines in magnitude, the Gordon price increases. The variable \(r\) equals the risk-free rate plus the equity premium in our simulations, so low values of the equity premium lead to values of the discount rate that are closer to the dividend growth rate, resulting in higher prices. When the value of the equity premium is low, small increases in the dividend growth rate or small decreases in the risk-free rate lead to large changes in the Gordon price. In our simulations (where the conditional mean dividend growth rate and conditional mean risk-free rate change over time), when the value of the equity premium is low, small changes in the conditional means of dividend growth rates or risk-free rates also lead to large prices changes (i.e., volatility).
century. The test statistic, however, rises slowly as the unconditional equity premium grows larger, in contrast to the joint test statistics plotted in Graph A of Figures 3–5, in which the $\chi^2$ test statistic rises sharply as the unconditional equity premium grows larger (recall that the Graph A vertical axis has a compressed log scale in Figures 3–5). Given these contrasting patterns, the return volatility moment, by itself, is unlikely to cause the sharply rising joint test statistic.

Consider now the $t$-test statistics on the price-dividend ratio, plotted in Graph D of Figures 3–5. Notice that in all cases the $t$-test on the price-dividend ratio jumps up sharply as the unconditional equity premium rises above 3%. Thus the sharply increasing $\chi^2$ statistics we saw in Graph A of the 3 figures are likely due in large part to information contained in the price-dividend ratio. However, return volatility reinforces and amplifies the sharp rejection of premiums above 4%. In terms of the 3 moments we have considered in the joint $\chi^2$ and univariate $t$-test statistics, it is evident that the upper range of equity premiums consistent with the experience of the last half century in the U.S. is limited by the high average S&P 500 price-dividend ratio together with the high volatility of returns. This result is invariant to the way we model dividend growth, interest rates, or the equity premium process. Even an average equity premium of 5% produces economies with price-dividend ratios and return volatilities so low that they are greatly at odds with the high return volatility and high average price-dividend ratio observed over the past half century in the U.S.

E. Sensitivity to Declining Dividends Through Use of the Price-Dividend Ratio

To ensure that our results are not driven by a single moment of the data, in particular a moment of the data possibly impacted by declining dividend payments in the U.S., we perform 2 checks. First, in Models 4–8 we incorporate higher dividends and dividend growth rates than observed in U.S. corporate dividends. This is to adjust for the practice, adopted widely beginning in the late 1970s, of U.S. firms delivering cash flows to investors in ways (such as share repurchases) that are not recorded as corporate dividends. As we previously reported, Models 4–8 (the models that incorporate higher cash flows to investors than recorded by S&P 500 dividend payments, i.e., the models that use cash flows including share repurchases) are best able to account for the observed U.S. data. Reassuringly, the estimate of the equity premium emerging from Models 4–8 is virtually identical to that produced by the models that exclude share repurchases.

Our second check is to perform joint tests excluding the price-dividend ratio. Any sensitivity to mismeasurement of the price-dividend ratio should be mitigated if we consider joint test statistics that are based only the ex post equity premium and return volatility, excluding the price-dividend ratio. These (untabulated) joint tests confirm 2 facts. First, when the joint tests exclude the price-dividend ratios, the value of the $\chi^2$ statistic rises less sharply for values of the unconditional equity premium above 4%. Essentially, this indicates that using 2 moments of the data (excluding the price-dividend ratio) rather than all 3 moments makes it more difficult to identify the minimum test statistic value and thus more difficult to identify our estimate of the equity premium. This confirms our earlier intuition that the
price-dividend ratio is instrumental in determining the steep rise of the joint test statistic in Graph A of Figures 3–5. Second, and most importantly, the minimum test statistic is still typically achieved for models with an equity premium value between 3% and 4%. For some of the models, the minimum test statistic is 25 bp or 50 bp lower than that found when basing joint tests on the full set of 3 moments. For a few models, the minimum test statistic is 25 bp or 50 bp higher. Again, Models 1–3 are rejected for every value of the equity premium, and again for Models 4–8 the range of equity premiums that are not rejected is narrow.

F. Investors’ Model Uncertainty

We have been careful to explore the impact of estimation uncertainty by simulating from the sampling distribution of our model parameters, and to explore the impact of model specification choice (and implicitly model misspecification) by looking at a variety of models for interest rates, dividend growth rates, and equity premium rates, ranging from constant rate models to various ARMA specifications, with and without trends and breaks in the equity premium and dividend growth rates. Comparing distributions of financial statistics emerging from this range of models to the outcome observed in the U.S. over the last half century leads us to the conclusion that the range of equity premiums that could have generated the U.S. experience is fairly narrow, falling within 50 bp of 3.5%. However, we have not yet addressed the impact of investor uncertainty regarding the true fundamental value of the assets being priced. Up to this point, all simulated prices and returns have been generated with knowledge of the (fundamental) processes generating interest rates and dividends.

It is impossible to be definitive in resolving the impact of investor uncertainty on prices and returns. To do so we would have to know what (incorrect) model of fundamental valuation investors are actually using. We can nonetheless focus our attention on procedures likely to be less affected by investor uncertainty than others. Up to this point, the joint tests we have used to identify the plausible range of equity premiums have employed the observed return volatility over the last half century in the U.S. and the volatility of returns produced in our simulated economies. However, investor uncertainty could cause market prices to over- and under-shoot fundamental prices, impacting return volatility, perhaps significantly. A joint test statistic based on only the mean equity premium and the mean price-dividend ratio, however, should be relatively immune to the impact of investor uncertainty. (In the absence of extended price bubbles, mean yields should not be impacted greatly by temporary pricing errors.) Thus we consider the joint $\chi^2$ test statistic based on only the mean return and the mean price-dividend ratio. In the interest of brevity we do not include the associated plots or statistics; however, our findings can be summarized as follows: Overall, the value of the unconditional equity premium at which the joint test statistic is minimized (i.e., our estimate of the equity premium) is not particularly affected by our having based the joint tests on these 2 moments of the data rather than the original 3 moments, nor is our selection of plausible models for the equity premium process. Across the models, the highest estimate of the unconditional equity premium is roughly 4% (for Model 4) and the lowest is 3% (for Models 11 and 12). With the joint tests based
on these 2 moments, all models support (i.e., do not reject) broader ranges of the equity premium, with the range widest for Models 4–8 (now spanning roughly 200 bp for any given model, from equity premium values as low as 2.25% for Model 7 to values as high as 4.5% for Model 4). This widening of the range of plausible equity premiums is consistent with a decline in the power of our joint test, presumably the result of omitting an important moment of the data, the return volatility. The widening of the range of plausible equity premiums is also consistent with investors being uncertain about the true fundamental value of the assets being priced. The last half century of data from the U.S. will be less informative as investor uncertainty about the processes governing fundamentals exaggerates the volatility of returns and hence reduces the precision of estimates of the equity premium.

To the extent that market prices are set in an efficient market and determined by participants with models of dividend growth rates and interest rates that reflect reality, these ranges of plausible equity premiums based on only the 2-moment joint test are overly wide. Still, these ranges are useful for putting a loose bound on the likely range of the equity premium.

V. Conclusions

The equity premium of interest in theoretical models is the extra return investors anticipate when purchasing risky stock instead of risk-free debt. Unfortunately, we do not observe this ex ante equity premium in the data. We only observe the returns that investors receive ex post, after they purchase the stock and hold it over some period of time during which random economic shocks impact prices. U.S. stocks have historically returned roughly 6% more than risk-free debt; ex post estimates provided by recent papers suggest the U.S. equity premium may have fallen in recent years. However, all of these estimates are imprecise, and there is little consensus emerging about the true value of the equity premium. The imprecision and lack of consensus hamper efforts to use equity premium estimates in practice, for instance to conduct valuation or to perform capital budgeting. The imprecision of equity premium estimates also complicates the resolution of the equity premium puzzle and makes it difficult to determine if the equity premium has in fact been changing over time.

In order to determine the most plausible value of the equity premium and the most plausible restrictions on how the equity premium evolves over time, we have exploited information not just on the ex post equity premium and the precision of this estimate, but also on related financial statistics that define the era in which this ex post equity premium was estimated. The idea of looking at related fundamental information to improve the estimate of the equity premium follows recent work on the equity premium that has also sought improvements through the use fundamental information like the dividend and earnings yields, higher-order moments of the excess return distribution, and return volatility and price movement directions.

Our central insight is that the knowledge that a low dividend yield, high excess return, and high return volatility all occurred together over the last 5 decades tells us something about the equity premium and the likelihood that the equity
premium is conditionally varying with trends and breaks. Certainly, if sets of these financial statistics are considered together, we should be able to estimate the equity premium more accurately than if we were to look only at the realized excess return. This insight relies on the imposition of some structure from economic models, but our result is quite robust to a wide range of model structures, lending confidence to our conclusions.

We reject as inconsistent with the U.S. experience all but a narrow range of values of the equity premium and all but a small number of equity premium models. We do so while incorporating model estimation uncertainty and allowing for investor uncertainty about the true state of the world. The range of unconditional equity premiums that is most plausible is centered very close to 3.5% for virtually every model we consider. The models of the equity premium not rejected by our model specification tests (i.e., consistent with the experience of the U.S. over the last half century) incorporate substantial autocorrelation, a structural break, and/or a gradual downward trend in the conditional equity premium process.
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